
1 Null hypothesis holds
In this case the true data come from the distribution

N2 (µ, Σ) ,

where
µ =

(
0
0

)
, Σ =

(
2 −1

−1 2

)
.

Further we chose
A =

(
1 1

)
and a = 0.

Hypothesis and alternative: H0 : Aµ = a, H1 : Aµ ̸= a
or

H0 : µ1 + µ2 = 0, H1 : µ1 + µ2 ̸= 0.

Test statistic with known variance:

Tn = n
(
AXn − a

)⊤ (
AΣA⊤

)−1 (
AXn − a

) H0∼ χ2
1.

Test statistic with unknown variance:

Tn = (n − 1)
(
AXn − a

)⊤ (
ASA⊤

)−1 (
AXn − a

) H0∼ F1, n−1.

We perform the above mentioned tests samples with sample size ∈ {10, 50, 100,
250, 375, 500}, over larger samples (sample size 1000 and more) the tests had al-
most same outcomes. Both tests were performed over the same samples in order
to prevent random sampling bias. Then we repeat this process for each sample
size one hundred times and extract the empirical probabilities of type I error on
level α = 0.05. We obtain the following plot.

Blue: known variance, Red: Estimated variance
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The probability of type I error should be the same for both tests and should
be equal to the chosen level α since we control this type of error while designing
the tests.

After controling the type I error we try to minimize the type II error, hence
the following section should be more interesting.

2 Null hypothesis does not hold
In this case the true data come from the distribution

N2 (µ, Σ) ,

where
µ =

(
0 + x
0 + y

)
, Σ =

(
2 −1

−1 2

)
.

The matrix A and value a stay the same

A =
(
1 1

)
and a = 0.

The hypothesis and alternative also stay the same as in section one, however the
null hypothesis is violated.

We plot levelplots of empirical probability of type II error for the sample
size ∈ {10, 50, 500} for both tests and for the shifts in true mean value x, y ∈
{−2, −1.9, −1.8, . . . , 1.8, 1.9, 2} (special case x = −y on those plot shows type
I error).
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Variance unknown, sample size = 10

Shift in first variable
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Figure 1: The purple line is little bit thicker for unknown variance than for known
variance – bigger probability of type II error for est with unknown variance with
sample size = 10.
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Variance known, sample size = 50

Shift in first variable
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Shift of both variables

E
m

pi
ric

al
 p

ro
ba

bi
lit

y 
of

 r
ej

ec
tin

g 
nu

ll 
hy

po
th

es
is

Figure 2: Antidiagonal cross section, empirical type I error.
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Variance known. Cut for shift in both variables equal, sample size = 50

Shift of both variables
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Figure 3: Diagonal cross section, empirical probability of type II error.

Variance unknown, sample size = 50

Shift in first variable
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Figure 4: Antidiagonal cross section, empirical type I error.
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Figure 5: Diagonal cross section, empirical probability of type II error.
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Variance known, sample size = 500

Shift in first variable
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Variance unknown, sample size = 500

Shift in first variable
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The difference between the two tests seems significant only over very small
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samples.
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